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BASIC SHOCK THEORY
• Supersonic flow meets an obstacle at 

Vs > sound speed
• Sudden compression è deceleration

(mass conservation)
• Conversion of kinetic energy flux into

• Thermal energy (heat)
• Dissociation
• Ionization
• Magnetic energy (B compressed)
• Internal energy è Radiation signatureReverse 

shock

Stellar wind

wall
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Freely
expanding
stellar wind

cold

e. Slow and/or dense 
winds (protostars, AGB
stars..) : reverse shock
cools rapidly è thin shell
driven by wind ram-
pressure = « snowplow »



THIN SHELL SPEED (SNOW-PLOW)
• Shell mass increase (shocked ambient 

gas + shocked wind) 
• Shell momentum increase (from

shocked wind)

• dVs/dt = 0  çè ram pressure 
equilibrium between reverse and 

forward shock

• Solution:
• Vs << Vw if 𝜌a >> 𝜌w

Dans ce modèle présenté en premier par Shu et al. (1991), un vent radial de vitesse
vw interagit avec une enveloppe statique de densité fla et crée une couche de choc
en lui apportant une impulsion ṖW (voir Fig. 2.11a). La morphologie et dynamique
de la couche dépend directement de l’enveloppe et du vent ainsi que du type de
choc considéré. Shu et al. (1991) considère un choc avec un mélange complet. La
combinaison de ce mélange et de l’enveloppe statique entraîne une vitesse radiale
pour la couche, similaire au vent interne.

ṖW et fla dépendent tous les deux du rayon sphérique r et de l’angle par rapport à
l’axe de rotation ◊ (le paramètre utilisé ici est µ = cos ◊). ṖW et fla sont définis par
:

ṖW = Ṁwvw

4fi
◊ P (µ) = r2flwv2

w (2.15)

fla = a2

2fiG
◊ Q(µ)

r2 (2.16)

Avec Ṁw le flux de masse du vent, et a la vitesse du son effective dans le nuage
moléculaire. La définition de fla est celle d’une sphère isotherme (Shu, 1977). Le
facteur Q(µ) définit l’aplatissement de cette sphère dû aux effets magnétiques. J’ai
ajouté une autre définition de ṖW , qui est celle utilisée par Lee et al. (2001). Dans
ce cas la, flw et vw dépendent tous les deux de µ. flw a aussi une dépendance en r≠2

pour que ṖW soit constant. Les définitions de ṖW et fla sont loin d’être anodines. En
considérant que la couche de vitesse vS est définie par la conservation de l’impulsion
(mélange complet), sa dynamique est caractérisée par les deux équations suivantes
:

dM
dt

= r2flavs + r2flw(vw ≠ vs) (2.17)

dMvs

dt
= r2flw(vw ≠ vs)vw (2.18)

La première équation ici définit la variation de masse par unité d’angle solide M.
Cette équation considère la variation de masse entraînée par la couche, par effet
"chasse-neige" ("Snowplow model" dans Shu et al., 1991). La deuxième équation est
la conservation de l’impulsion par unité d’angle solide. À partir des deux équations
on peut définir la variation de vs par :
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Mdvs

dt
= dMvs

dt
≠ vs

dM
dt

(2.19)

= r2flw

3
(vw ≠ vs)2 ≠ fla

flw
v2

s

4
(2.20)

Ã (v0 ≠ vs)2 + fla

flw
(v2

0 ≠ v2
s) (2.21)

avec v0 défini par :

v0 = vw

1 +


fla/flw
(2.22)

La définition de Pw et fla ont permis d’arriver à l’équation 2.21 pour la variation de
vs. Sur cette équation, v0 est un attracteur. En effet, si vs < v0 on a dvs

dt > 0. vs va
augmenter jusqu’à atteindre v0, la tendance sera inversée si vs > v0. Ainsi au final la
couche d’interaction va tendre vers la vitesse v0.

Ici fla et flw varient tous les deux en r≠2, ce qui implique que v0 est constant avec le
temps et le rayon. Avoir une vitesse constante était le but final du modèle de Shu
et al. (1991). En effet, si la vitesse est constante, alors le rayon sphérique sera défini
par r̨ = v̨0t. On a donc directement v̨ Ã r̨. Une fois cette condition respectée, la
morphologie de la couche sera directement caractérisée par le rapport fla/flw.

En réalité la valeur v0 de la couche n’est pas celle estimée par Shu et al. (1991). En
effet, dans sa démonstration, l’apport de masse par le vent est négligé (le second
terme de l’équation 2.17). De plus, le terme vw ≠ vs est simplifié en vw, ce qui
simplifie l’équation 2.18. La valeur de v0 estimée avec ces simplifications est :

v0,Shu = vw

Ú
flw

fla
(2.23)

Ce qui est similaire à l’équation 2.22 dans le cas fla ∫ flw.

Ce modèle ingénieux a été très justement critiqué l’année suivante par Masson
and Chernin (1992) en précisant qu’il était difficile de reproduire la variation de
masse en fonction de la vitesse (“ ƒ 1 ≠ 3). Ces derniers ont testés différentes

42 Chapter 2 Modélisation

Mdvs

dt
= dMvs

dt
≠ vs

dM
dt

(2.19)

= r2flw

3
(vw ≠ vs)2 ≠ fla

flw
v2

s

4
(2.20)

Ã (v0 ≠ vs)2 + fla

flw
(v2

0 ≠ v2
s) (2.21)

avec v0 défini par :

v0 = vw

1 +


fla/flw
(2.22)

La définition de Pw et fla ont permis d’arriver à l’équation 2.21 pour la variation de
vs. Sur cette équation, v0 est un attracteur. En effet, si vs < v0 on a dvs

dt > 0. vs va
augmenter jusqu’à atteindre v0, la tendance sera inversée si vs > v0. Ainsi au final la
couche d’interaction va tendre vers la vitesse v0.

Ici fla et flw varient tous les deux en r≠2, ce qui implique que v0 est constant avec le
temps et le rayon. Avoir une vitesse constante était le but final du modèle de Shu
et al. (1991). En effet, si la vitesse est constante, alors le rayon sphérique sera défini
par r̨ = v̨0t. On a donc directement v̨ Ã r̨. Une fois cette condition respectée, la
morphologie de la couche sera directement caractérisée par le rapport fla/flw.

En réalité la valeur v0 de la couche n’est pas celle estimée par Shu et al. (1991). En
effet, dans sa démonstration, l’apport de masse par le vent est négligé (le second
terme de l’équation 2.17). De plus, le terme vw ≠ vs est simplifié en vw, ce qui
simplifie l’équation 2.18. La valeur de v0 estimée avec ces simplifications est :

v0,Shu = vw

Ú
flw

fla
(2.23)

Ce qui est similaire à l’équation 2.22 dans le cas fla ∫ flw.

Ce modèle ingénieux a été très justement critiqué l’année suivante par Masson
and Chernin (1992) en précisant qu’il était difficile de reproduire la variation de
masse en fonction de la vitesse (“ ƒ 1 ≠ 3). Ces derniers ont testés différentes

42 Chapter 2 Modélisation

è Vs ~

è



SHOCK MODELING

« Forward modeling »
• Specify driving piston + ambient 

medium conditions
è compute shock front(s) structure 
and propagation
è compute emitted spectrum

« Backwards modeling »     
(= Inversion) 

• Specify emission fluxes (observed)
è fit shock parameters
è constrain piston properties (eg. 
wind mass-flux, momentum flux, 
power, …) 
è constrain ambient medium 
properties (eg. B-field, density, ice
composition,…) 
è Constrain global shock feedback
on ISM (turbulent support, chemistry,
SF regulation…) 



FORWARD MODELING

Semi-Analytical
1D, steady-state

PRO: 
• Very complete non-equilibrium micro-

physics : ionization, chemistry, grains, 
ion-neutral drift…

• Fast: can compute large model grids
• Pseudo 2D = collection of 1D shocks

LIMITS: 
• Ignore lateral loss of pressure in 2D
• Ignore time-dependence and 

instabilities

Numerical simulations
HD or MHD  1D/2D/3D

PRO:
• Exact time-dependence
• Study instabilities and turbulence
• Accurate effect of 2D curvature

LIMITS: CPU cost
• Simplified cooling and chemistry
• No large grids
• Challenging to resolve cooling length

(J-shock) or treat Multi-fluid MHD (C-
shock)



CONSERVATION LAWS

In the frame of shock wave
Single-fluid 1D steady-state with B // shock front

• Mass conservation 
𝜌 V = cste
• Magnetic Flux conservation
B / 𝜌 = cste
• Momentum conservation (ram, thermal and magnetic

pressure)
𝜌 V2 + P + B2 / 8𝜋 = cste
• Energy conservation
V [½ 𝜌 V2 + P + u + B2 / 4𝜋] + Frad = cste
u = internal energy
Frad is radiative cooling flux

See eg. Hollenbach & McKee 1979 for  oblique B case

Rankine-Hugoniot Jump 
conditions
set Frad = 0 (adiabatic front), case B=0

When M >> 1

plasmas, μ can vary from ∼1.2 in neutral gas to ∼0.6 in the
fully ionized case. Thus, for a given shock velocity in the local
interstellar medium (ISM), the postshock temperature may vary
by a factor of two depending on the ionization state of the
preshock or shock-precursor region. The subsequent ionization
and collisional excitation and line emission in the cooling
postshock region depends strongly on the temperature of the
plasma, so it is clearly very important to determine a self-
consistent value for the preshock ionization in order to
correctly compute the emission line spectrum of the shock.

In addition, for fast shocks, the line emission from the
photoionized shock precursor itself can become an important
fraction of the total spectrum emitted by a radiative shock
(Dopita & Sutherland 1995; Allen et al. 2008). To compute the
effect of the shock-precursor emission, we need to solve for the
time-dependent photoionization, heating, and radiative transfer
of the ionizing photons escaping upstream from the shock in
the plasma that is being advected into the shock.

4.1. Preheating

Even a shock with a velocity that is modest by astrophysical
standards (∼50 km s−1) can heat plasma to many thousands of
degrees. This shocked gas emits line and continuum radiation
as it cools. A fraction of the radiation consists of photons in the
hard UV or X-ray bands, which can then photoionize nearby
gas. Much of this ionization occurs in the preshock gas that is
being advected into the shock. In the frame of the shock front
(following from Equation (12) and ignoring magnetic field
terms), this preshock material is also being compressed to the
postshock density on passage through the shock:
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where % is the Mach number in the preshock flow. The
feedback of the UV radiation field on the surrounding plasma
results in the first iterative problem when computing the
resulting shock structure, since the upstream field is capable of
both preheating and preionizing the precursor material. This
changes the sound speed, cs, and reduces both the Mach
number, %, and the shock compression factor (see
Equation (15)). With these altered shock parameters, the
computed total emission in the shock—which would otherwise
be approximately proportional to density squared—can drop.
This in turn reduces the computed preheating. Thus, it is
necessary to solve for the self-consistent preionization and
heating in an iterative manner.

In the models presented here, an initially cold preshock
region is used to compute a hot dense shock, which in turn is
used to preheat the precursor. A subsequent (somewhat lower
in density and cooler) shock is computed with the new
preshock sound speed, and a new preheating is evaluated. If the
precursor is estimated to be too hot, the Mach number drops,
and the shock emission is reduced via a lower compression
ratio, leading to lower postshock densities. Although the
nonlinear nature of this shock-precursor heating coupling could
potentially lead to some instability, in the range of shocks
studied so far, from 10 to 2000 km s−1, this preheating cycle

generally converges to=1% temperature variations in between
5 and 30 iterations.

4.2. Preionization

In addition to simply heating the preshock gas, the EUV
shock emission can also photoionize the preshock gas. If more
electrons are present, μ will drop from the low-velocity limit of
∼1.2 to ∼0.6 when the preshock plasma becomes fully ionized.
The onset of appreciable preionization occurs at shock
velocities above ∼65 km s−1, and shock and precursor structure
iterations are again needed to arrive at a steady-flow solution.
This ionization limit is more or less independent of the
preshock temperature, being primarily a function of the
increasing energy of the upstream photons. Below 65 km s−1,
the preheating that can heat the plasma to ∼104 K produces
only a small degree of collisional ionization.
In practice, the preionization and preheating are closely

coupled, so in MAPPINGS V both are computed within a single
iterative scheme in which we empirically iterate the shock-
precursor system with numerical integration techniques until a
series of parameters, including Mach number, compression
factor, and hydrogen and helium ionization fractions, become
steady within a chosen limit between iterations.
In Figure 2 the upper left panel shows the ionization

fractions of hydrogen, with a curve for each iteration. The
right-hand edge of the panel shows the ionization state reaches
a steady value after relatively few iterations while the outer
regions continue to evolve.

4.3. Radiative Transfer

We consider a parcel of neutral gas in a protostate, with
temperature Tpro, ionization state χpro, number density npro, and
so on, starting at a distance xpro and moving at the shock
velocity vs. With N steps in space dx=xpro/N, time steps are
simply dt=dx/vs. Calculations begin at t=0 and x=xpro
and integrate to t=xpro/vs, x=0.
As a parcel of gas approaches the shock (from left to right in

Figure 2, seen in the frame of the shock front at x=0), it sees
the shock ionizing photon field though the intervening parcels
of gas that will precede it, but which have not yet been
computed. So, to compute the local ionization, we need to
determine the upstream shock radiation field f absorbed by the
intervening gas not yet traversed. To calculate this, we need to
know the ionization state of the plasma throughout to compute
the local absorption cross sections. The ionization state gives
the abundances of each species, and the photoelectric cross
sections sum to obtain a total cross section and hence opacity at
each point. In the lower left panel, the mean cross section,
averaged over i species and weighted by the radiation field, f
(ν), notionally
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is shown evaluated numerically locally. Internally the
MAPPINGS V code does not use this mean quantity, but
instead integrates at 7977 frequency/energy bins from 10−6 to
105 eV, of which approximately 3000 bins are between 13.598
and 1000 eV. This covers the vast majority of ionizing flux
energy even at the highest shock velocities. In these shock
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steady, and isentropic. If the losses are nonzero, then the root is
shifted in the neighborhood of 1.0.

4. Time-dependent Shock Precursors

The shock jump solution that gives the postshock temper-
ature, Ts, as a function of the shock velocity, vs, depends in part
on the mean molecular weight of the particles entering the
shock, μ. A substantial fraction of the kinetic energy flux into
the shock is converted to internal energy and hence to the gas
pressure. The Rankine–Hugoniot relation for temperatures in
terms of the shock Mach number is
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See NACA Technical Report 1135, Equation (95) (1953).
In the limit of % � 10 , this yields an expression for the

postshock temperature (e.g., McKee & Hollenbach 1980;
Dopita & Sutherland 2003):
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where mu is the atomic mass unit (1.66053904 ×10−24 g;
CODATA 2014 ), γ is the adiabatic index in an ideal gas, and k
is the Boltzmann constant.
The mean particle mass, μmu , is determined by the ionization

balance of the plasma in the preshock region. As the ionization
state changes, the mix of light electrons and heavier ions
changes, so that in nonmolecular, γ=5/3, solar composition

Figure 2. The multizone iterative approach to the solution of the preshock structure for a 150 km s−1 shock. The ionization state is at the upper left, and the
temperature is at upper right. The colored curves are the final solution, while the other curves represent successive iterations. At lower left is the mean absorption cross
section per H atom, averaged and weighted by the local radiation field. At lower right is the mean attenuation of the ionizing field through the precursor. For these
faster shocks, where the precursor is thick, many iterations are needed to obtain the complete ionization structure, but relatively few are needed to determine the
preionization conditions of the gas entering the shock. (Ψ is the precursor parameter; see Section 5 for its full definition.)
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~ 3000 K @ 10 km/s
~ 3 105 K @100 km/s



INTEGRATED EQUATIONS
Single-fluid 1D steady-state with B // shock front
In the frame of the shock wave: 
• Mass conservation 
𝜌 V = cste
• Magnetic Flux conservation
B / 𝜌 = cste
• Momentum conservation (ram, thermal and 

magnetic pressure)
𝜌 V2 + P + B2 / 8𝜋 = cste
• Energy conservation
V [½ 𝜌 V2 + P + u + B2 / 4𝜋] + Frad = cste
u = internal energy
Frad is radiative cooling flux

See eg. Hollenbach & McKee 1979 for  oblique B 
case

• Starting from initial conditions, solve differential
equations for 𝜌, V, P (or T), u, Frad along z 

• dFrad / dz = 𝚲 (erg/s/cm3) = cooling rate

• P = 𝜌 kT / µ mH

At equilibrium, 𝚲, u and µ depend only on 𝜌, T, 
elemental abundances: easy to integrate

BUT In shock cooling zone, ionization stages, 
molecular abundances, and internal excitation 
are out of EQ (no time to adjust) 

èAlso need to solve along z for each specie
abundance, ionization stage,( level
populations): « chemical » source terms



ENERGY CONVERSION IN SHOCKS
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Figure 13 – Contributions des différentes formes d’énergie (cinétique, thermique, interne, magnétique et
radiative) au flux d’énergie total dans un choc avec champ magnétique.

– Tous les chocs ne sont pas collisionnels (c.a.d rendus possibles par la viscosité du fluide) comme ceux
présentés ici. Par exemple, le vent solaire crée en choc en "percutant" la magnétosphère terrestre.
Cependant, ce choc n’est pas généré par les collisions de particules car le libre parcours moyen du
vent solaire est supérieur à la distance Terre-Soleil. Pour expliquer la formation de ce choc, il faut
modéliser les interactions électromagnétiques entre les plasmas (et non les gaz) du vent solaire et de la
magnétosphère solaire. Dans ces modèles de choc non-collisionnels, le front de choc a une taille bien
plus petite que le libre parcours moyen, conformément aux observations.

– Le milieu de propagation des ondes de choc est 3D, non 1D. Le modèle 1D surestime la compression
du milieu choqué, et également la dissipation de l’énergie. Dans un modèle 2D ou 3D, une fraction non
négligeable de l’énergie cinétique du gaz n’est en fait pas dissipée à grande échelle sous forme thermique
mais est transformée en énergie turbulente, pour être ultérieurement dissipée à plus petite échelle dans
des chocs moins rapides.

– Le milieu de propagation est inhomogène : les chocs ralentissent en pénétrant dans des régions plus
denses.

– Le rayonnement (UV, X) émis dans toutes les directions par le gaz choqué est capable de modifier
(ioniser, chauffer) le milieu préchoc avant l’arrivée du choc car il se propage à la vitesse de la lumière.
Cependant, il ne peut pas agir d’un point de vue mécanique.

5.2 Rôle des ondes de choc en astrophysique

En astrophysique, les ondes de chocs sont un moyen physique très efficace par lequel de grandes quan-
tités d’énergie peuvent être injectées dans le milieu interstellaire ou intergalactique. Ces ondes de chocs
peuvent être générées par une supernova ou par toute collision supersonique entre deux milieux (jets de
matière, nuages, galaxies, amas de galaxies). Ces collisions supersoniques sont fréquentes car la dynamique
des structures est le plus souvent supersonique en astrophysique.

Cette injection importante d’énergie dans le milieu interstellaire peut d’un côté freiner la formation
stellaire, car celle-ci nécessite d’évacuer l’énergie (thermique, turbulente) qui empêche la contraction des
coeurs préstellaires, ou d’un autre côté la provoquer en comprimant violemment un nuage interstellaire qui
pourra alors s’effondrer sous l’effet de la gravitation.
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Figure 12 – Contributions des différentes formes d’énergie (cinétique, thermique, interne et radiative) au
flux d’énergie total dans un choc sans champ magnétique, en fonction du temps d’écoulement porté en échelle
logarithmique. La dissipation visqueuse dans le front de choc (entre 10�4 et 10�3 yr) s’effectue sur un temps
caractéristique court, égal au libre parcours moyen divisé par la vitesse du choc. Les particules du gaz,
excitées par les collisions, rayonnent ensuite cette énergie qui est alors évacuée du choc. Au final, quasiment
100% de l’énergie cinétique du gaz incident a été rayonnée.

– Phase radiative : l’émission du gaz est significative par rapport à son énergie interne : le gaz refroidit
et se comprime. Pour modéliser cette phase, il faut présenter le problème sous sa forme différentielle
et intégrer sur la variable d’espace 1D notée ici z.

@

@z
(⇢v) = S (47)

@

@z

�
⇢v2 + P

�
= A (48)

@

@z

✓
v

✓
1
2
⇢v2 +

�

� � 1
P

◆◆
= B (49)

S, A, B sont respectivement les termes sources de masse, de pression et d’énergie qui doivent être
calculés à chaque pas de l’intégrateur connaissant les conditions physico-chimiques du gaz à chaque
pas.

– Phase isotherme : le gaz choqué a retrouvé sa température initiale, mais a entre temps été fortement
comprimé. Il a été accéléré quasiment à la vitesse du choc, ce qui fait que la totalité de l’énergie
cinétique initiale du gaz a été dissipée, puis évacuée sous forme de rayonnement. Partant des seules
équations de conservation de la masse et de la quantité de mouvement, on trouve :

T2 = T1 (50)
⇢2 = M2

s ⇢1 � ⇢1 (51)
v02 ' Vs (52)
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B = 0
J-shock

B > 0
C-shock



RADIATIVE PRECURSOR IN 
IONIZING SHOCKS
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H• UV photons emitted in shock front 

also propagate upstream in the 
preshock medium
è« radiative precursor »

• Vs < 40 km/s: cold neutral
• 40 < Vs < 80 km/s: warm neutral, 

partly dissociated
• 80 < Vs < 120 km/s : partly ionized

and fully dissociated
• 120 km/s < Vs : fully ionized at IEQ

Hollenbach & Mc Kee (1989)

Sutherland & Dopita (2017)



REFERENCE 1D-SHOCK MODELS

Non- (or weakly) 
dissociative
Vs < 40 km/s

• No radiative precursor
• Paris-Durham shock code 

(Flower & Pineau des
Forêts 1985 èGodard 
2019)

https://ism.obspm.fr/shock.html

Dissociative, with
molecule reformation
30 < Vs < 120 km/s

• Hollenbach & McKee 1989 
(infrared line predictions)

Atomic shocks, no 
molecules
30 < Vs < 2000 km/s

• MAPPINGS V (Sutherland & 
Dopita 2017)

Public code available at 
https://mappings.anu.edu.au/code/

10 < Vs < 100 km/s 
• Model grid in Hartigan et 

al. (1994, 1995)

https://ism.obspm.fr/shock.html
https://mappings.anu.edu.au/code/


Research School of Astronomy & Astrophysics
ANU College of Physical & Mathematical Sciences

An astrophysical plasma modelling code.

https://mappings.anu.edu.au/code

https://bitbucket.org/RalphSutherland/mappings

Science and Programming:
Ralph Sutherland, Mike Dopita, David Nicholls, Brent Groves, Luc Binette, et al

Download mappings_V-5118.zip (297.8MB) : Everything including stellar/agn atmospheres.
SHA256 digest: 9242848db55898f6bb9359f5a739b9b52326750db5397dafc0852cf3cb6f5d22

Download M_V-5118.zip (28.7MB) : Everything except stellar/agn atmospheres.
SHA256 digest: be429425e54baf0f23210b09a716ffd56583e6fa149259fa01931179e61a75a1

Download MV_atmos.zip Stellar atmospheres (192.8MB). Compatible with 5.0.12 or newer including
all v5.x.x. (Unzip to create the atmos directory and move the atmos directory into the lab area.)

Updated to work better with new systems with no prior f2c installation:
Download f2c.zip (1MB)

The MAPPINGS V Code Archive

Current MAPPINGS Version V 5.1.18

v5.1.18, September 2019

Optional Stellar/AGN Atmosphere Library

f2c FORTRAN to ANSI C converter

Miscellaneous Observational Tools

MAPPINGS V Archive https://mappings.anu.edu.au/code/
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MAIN COOLANTS
AT  T > 104 K 
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Dopita+1993 cooling curve
(MAPPINGS II)

Updated with CHIANTI database
In MAPPINGS V

Free-fre
e



DISSOCIATIVE SHOCK WITH
MOLECULE REFORMATION

• UV photons emitted in shock front 
reabsorbed downstream
• « Recombination plateau » @104 K 

(~ HII region) 
• Hydrogen lines and low-excitation

ionic lines [O I], [Si II], [Fe II], etc..

• Molecule reformation plateau 
• @500 K (each H2 molecule releases 

4.48eV)
• H2, CO, H2 O, (+SiO, ..)
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Hollenbach & Mc Kee (1989)



SHOCK SPEED 
DIAGNOSTICS
MAPPINGS V calculations
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Several advanced modelling tools are accessible to 
the community, to assist in the impact (continued).

Calculation with 
MAPPINGS V.
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[O I]+[Si II]+[Fe II]
[Ne II] 12.8 µm
[Fe II] 26.0 µm
[O I] 63.2 µm
[Si II] 34.8 µm

[O IV] 25.9 µm

[O III] 51.8 µm
[S I] 25.3 µm
[Ne III] 36.0 µm
[S III] 33.5 µm

[N II] 121.9 µm
[N III] 57.3 µm

n0 = 1000 cm-3, B0 = 15.8 µG
Solar abundances Mass flux



Shock code Download Run online

Download

Shock code current versions – updated in January 2019

Version Access Note

Shock 1.1

rev 89

(January

2019)

Download Associated paper: Godard et al. 2019  

computation of C* and CJ stationary shocks

change grain treatments – adsorption / erosion widths

add thermal desorption mechanisms

update chemical network

add photoelectric effect for grain charge

update photoreaction rates with those given by Heays et al. (2017)

update the computation of secondary photon processes

add option to set up an external grid of radiation field

include radiation field spectrum and radiative transfer

integrate photoreaction using cross sections

include dust absorption properties and heat capacities

compute the grain temperature through thermal balance

add radiative pumping of H2 and CO electronic lines

compute H2 and CO self-shielding using the FGK approximation

change the way of computing H2 heating or cooling

modification of dvode for absolute error control on log variables

possibility of sorting reactions when computing the derivatives

possibility of enforcing elements conserv for unbalanced network

add individual species velocities for S and SH

introduce an energy criterium to compute the shock size

change input / output file – plug ISM services

Shock 1.0

rev 90

(January

2019)

Download Associated paper: Lesaffre et al. 2013  

add variables NH2, NH for self-shielding

add individual species velocities for CH

update treatment of photo-reactions

Include analytical self-shielding

Allow the interface with dumses

Add python fitting routines: in fit/*py

Citation: If you publish results produced by the Paris-Durham Shock code, for statistic reasons, we would

appreciate if you could mention it in your publications. A typical sentence could be:

Shock models published in this paper have been produced with the Paris-Durham shock code (Flower &

Pineau des Forêts 2003, Lesaffre et al. 2013, Godard et al. 2019, http://ism.obspm.fr).

The output files  of  the Paris-Durham Shock code are  now in  HDF5 format  and should be read with the

dedicated tools: Extractor and Chemistry analyser included in the source code archive.

Documentation

Documentation shock

Tutorial

Requirements

Fortran 90 with lapack and blas libraries

Python 2.7 with numpy, h5py and PyQt4

Contacts

support.shock.ism at obspm.fr

Sylvie.Cabrit at obspm.fr

Antoine.Gusdorf at lra.ens.fr

Benjamin.Godard at phys.ens.fr
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Interstellar Medium Services Platform https://ism.obspm.fr/shock_download.html
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SPEED LIMITS IN MAGNETIZED
SHOCKS

Alfven speed in neutrals
• VAlfven = B / sqrt(4 𝜋 𝜌)  = 1.8 b km/s 
• MA = Vs / VAlfven

• Maximum compression in postshock
gas (M >> 1) 

C =  4 MA
2 / (1 + sqrt(1+8MA

2)) 
è Shock compression only if MA > 1

Magnetosonic speed in 
charged fluid

• Vmagnet = sqrt( Ci
2 + B2 / 4 𝜋 𝜌i)

• If VA < Vs < Vmagnet , magnetic
compression wave propagates
ahead of shock in charged fluid è
« magnetic precursor » 

• Ions slow down by mag. pressure
• Neutrals slow down by collisions with

ions è jump can disappear



J-TYPE VS C-TYPE SHOCKS

• V > Vmagnet (B)
J (Jump)-shock = monofluid
Fast dissipation by n-n collisions
High Tmax ~ V2

Vs= 20 km/s
B=14μG

• V < Vcrit(B)
C (Continuous)-shock = multifluid
Slow dissipation by n-i collisions
Wider = Lower Tmax (H2 cooling)

Vs= 20 km/s
B=140μG

Draine (1980), Flower et al. (1985), Smith (1991), Kaufman & Neufeld (1996), 
Caselli et al (1997) 



YOUNG AGE
• When age < tcool: 

• C-type magnetic
« precursor » truncated
at t_ion = age

• followed by a J-type 
front truncated at t =
age (Chièze et al. 98, 
Smith 98)

• Well described by 
truncated steady C + J 
models if nH, Vs constant
(Lesaffre et al. 2004)

è Age is free parameter in
the Paris-Durham model



GRAINS

• Grains dominate inertia of 
charged fluid (Guillet 2007)

• For gas/dust ratio ~ 100
Vmagnet ~ 10 VAlfven ~ 20 km/s x b 

è Maximum speed for C-
shocks

• Ion-neutral drift in C-shocks
è Sputtering of ice mantles
• Releases ice species: H2O, CH3OH, 

NH3, H2CO… 

èErosion of grain cores
Release Si è SiO (Gusdorf+2008ab)

V. Guillet et al.: dust destruction and SiO formation in J shocks. II. 151

Table 1. Percentage of Si, Fe, Mg and C released into the gas phase in transverse J shocks.

Element Pre-shock density Vcrit Shock velocity Vs (km s−1)
(cm−3) (km s−1) 25 30 35 40 45 50

104 21 0.3% 0.6% 1.0% 1.3–1.6% 1.5–2.5% 1.9–3.8%
Si, Fe, Mg 105 24 0.1% 0.4% 0.7% 1.0% 1.2–1.5% 1.5–2.0%

106 28 . . . 0.2% 0.4% 0.6% 0.8–1.0% 1.0–1.5%
104, 105, 106 with B = 0 0.3 0.004% 0.04% 0.14% 0.26% 0.38% 0.50%

104 21 0.2% 0.4% 0.7% 1.0% 1.1–1.4% 1.4–1.9%
C 105 24 0.06% 0.25% 0.50% 0.7% 0.9% 1.0–1.2%

106 28 . . . 0.1% 0.25% 0.4% 0.6% 0.7–0.9%
104, 105, 106 with B = 0 0.3 0.001% 0.01% 0.06% 0.13% 0.20% 0.26%

Notes: Vcrit is the critical shock velocity below which J shocks cease to exist (Eq. (1)). The initial core size distribution is a MRN over [100−3000 Å]
(see Sect. 3.1). When ranges are given, the lower limit corresponds to pure vaporisation with negligible erosion (sputtering yields fromMay et al.
2000), while the upper limit corresponds to the total of vaporisation and erosion with the Tielens et al. (1994) sputtering yields. We assume b= 1,
as per Eq. (2), unless specified.
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Fig. 10. Derivative of the column density of SiO with respect to the
logarithm of the temperature showing the temperature range where the
SiO is the most abundant, for 30−50 km s−1 J shocks with a preshock
density of 104 cm−3.

material (here MgFeSiO4). A range of values is given for each
shock velocity and preshock density. The lower value indicates
the amount of vaporisation, the upper value the amount of vapor-
isation and sputtering when the Tielens et al. (1994) yields are
used. If only one value is given, then sputtering is insignificant.
Vaporisation slowly increases with shock velocity but decreases
with increasing cloud density. Dust sputtering is always negli-
gible (<0.001%) with the May et al. (2000) yields, but not with
the Tielens et al. (1994) yields for shock velocities higher than
35 km s−1. However, even in the more favorable case, sputter-
ing is always dominated by vaporisation for shocks slower than
50 km s−1. Our main conclusion is therefore that dust destruc-
tion in slow J shocks (≤50 km s−1) is significant (at the level of a
few percent) and is mainly caused by vaporisation in grain-grain
collisions.

Our shock model also includes the evolution of the dust
size distribution as a result of the production of abundant small
grains through the shattering of large grains in grain-grain col-
lisions. Shattering tends to fragment predominantly large grains
and steepen the dust size distribution of the smaller grains, a
results already found by Jones et al. (1996) for (faster) shocks
propagating in the Warm Intercloud Medium.
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Fig. 11. Percentage of Si released into the gas phase as a function of
the shock velocity for C-type shocks (Gusdorf et al. 2008a) and J-type
shocks (this study) propagating in a molecular cloud (nH = 104 cm−3,
B = 100 µG, i.e. b= 1).

The efficiency of dust destruction in C shocks was one of the
strong arguments in favor of these models in the interpretation
of the SiO observed in molecular outflows around new-born
stars. As shown in Fig. 11 our results for silicate destruction in
J shocks are of the same order of magnitude as those of Gusdorf
et al. (2008a) for C shocks, though somewhat lower but still
within a factor of 2−3 (Fig. 11). The similarity of our results is a
coincidence because the underlying physics is different in each
case: Gusdorf et al. (2008a) only include the destruction of dust
through sputtering with the May et al. (2000) yields, whereas in
our model dust is destroyed by vaporisation in grain-grain col-
lisions, sputtering being negligible with these yields. Note that
in the work by Gusdorf et al. (2008a), a fractional abundance
X(PAH) = 10−6 of PAHs was necessary to raise the magne-
tosonic velocity to ∼60 km s−1 (see Paper I, Table 1 therein)
and allow for the existence of C-shocks as fast as 50 km s−1

with b= 1.
Unlike in C shocks, grains can be destroyed in ∼25 km s−1

J shocks due to their high-velocity gyration around the magnetic
field lines. J-type shocks therefore seem to also be a reason-
able candidate for the interpretation of SiO observations from
outflows, even at low shock velocities. In order to better com-
pare our results with observations we are currently planning to

SiO also released in J-shocks by 
grain-grain shattering and 
vaporization (Guillet 2009, 2011)
Not included in public code version



EXTERNAL FUV IRRADIATION

• Extra-Free parameters: G0 , Av0

• Lowers H2 cooling + Increases
ionization and ion-neutral coupling : 
narrower hotter C-shock

• è C-shocks disappear for

and become C* (subsonic) or C-J 
(jump) 
• Specific diagnostics: CH+ rotational

lines, H2 rovib (FUV pumping)

The Paris-Durham Shock CodeA&A 622, A100 (2019)

clouds and filaments (e.g. Pon et al. 2012; Louvet et al. 2016;
Lee et al. 2016). In many cases, the direct comparison of theo-
retical predictions and observations has proven to be a powerful
tool to understand the nature of astrophysical sources and has
given access, for instance, to their lifetimes, mass ejection rates,
typical densities, and magnetization.

Despite these successes, recent observations have revealed
several chemical discrepancies that challenge the scope of the
current models of molecular shocks. The relative emissions
of oxygen-bearing species detected in the Orion H2 peak 1
(Melnick & Kaufman 2015), in the vicinity of low-mass proto-
stars (Kristensen et al. 2013, 2017; Karska et al. 2014), in jets
embedded in massive star-forming regions (Leurini et al. 2015;
Gusdorf et al. 2017), or in supernovae remnants (Snell et al.
2005; Hewitt et al. 2009) all show significant disagreements
with the intensity ratios predicted in non-irradiated low veloc-
ity shocks. It is usually proposed that these discrepancies could
be the trace of shocks illuminated by ultraviolet photons, emitted
either by an external source of radiation or by the shock itself.

Several models have been developed in the past to fol-
low the propagation and chemistry of self-irradiated molecular
shocks (e.g. Shull & McKee 1979; Neufeld & Dalgarno 1989;
Hollenbach & McKee 1989). In contrast, few theoretical works
have been devoted so far to shocks irradiated by an external UV
field, and more generally to the formation of shock waves in
photon-dominated regions (PDRs). In particular, while extensive
studies of irradiated shocks have been performed both in diffuse
interstellar clouds (Monteiro et al. 1988; Lesaffre et al. 2013) and
dense environments (Melnick & Kaufman 2015), only low irra-
diation conditions were explored (up to ten times the standard
interstellar radiation field).

The question of the impact of a strong UV radiation field
on interstellar shocks is now magnified by the recent discovery
of CH+ in submillimetre starburst galaxies at the peak of the
star formation history (Falgarone et al. 2017). It is inferred that
the broad line profiles seen in emission (�1000 km s�1) likely
trace the turbulent gas stirred up by galactic outflows. However,
the fact that broad line wings appear only in CH+ and not in
other molecular tracers (e.g. CO, H2O; Swinbank et al. 2010;
Omont et al. 2013) suggests that the chemistry at play in these
regions of turbulent dissipation is peculiar and may be influenced
by the strong radiation emitted by massive star-forming regions.
The possible entwinement of radiative and mechanical energies
raises the broader question of how these energies are actually
processed in the interstellar medium. Building models capable of
studying such environments has therefore become paramount to
establish the energy budget of external galaxies and understand
the relative importance of mechanical and radiative sources in
the formation and excitation of molecules.

In this paper we present a detailed study of low velocity
(�25 km s�1) molecular shocks irradiated by an external source
of ultraviolet photons. The numerical method and physical pro-
cesses taken into account are described in Sect. 2. The specific
dynamical, thermal, and chemical properties of irradiated shocks
are presented in Sects. 3 and 4. Open questions and perspectives
are addressed in Sects. 5 and 6.

2. Framework and physical ingredients

The model presented in this work is based on the Paris-Durham
shock code (Flower & Pineau des Forêts 2003), a public numer-
ical tool1 designed to compute the dynamical, thermal, and
1 Available on the ISM plateform https://ism.obspm.fr.
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Fig. 1. Schematic view of the shock model geometrical assumptions in
the shock frame. The positions of the ionization front and of the pre-
shock are indicated as IF and PS.

chemical evolution of interstellar matter in a steady-state plane-
parallel shock wave. We further improve the version recently
developed by Lesaffre et al. (2013), which is built to fol-
low the effects of moderate ultraviolet irradiation, by including
additional fundamental processes of PDR physics to study the
propagation and chemistry of molecular shocks over a broad
range of irradiation conditions.

2.1. Geometry and main parameters

A schematic view of the plane-parallel geometry adopted in the
model is shown in Fig. 1. Following the prescription of Lesaffre
et al. (2013), we assume that a plane-parallel shock wave prop-
agates with a speed Vs with respect to the pre-shock gas, in the
direction perpendicular to the illuminated surface of the gas and
to the ambient magnetic field B0. The shock wave is irradiated
upstream by an isotropic flux of UV photons equal to the stan-
dard interstellar radiation field (Mathis et al. 1983) scaled with
a parameter G0. A plane-parallel layer of gas and dust (hereafter
designated as the “buffer”) is also assumed to stand upstream
of the shock reducing the UV photon flux that reaches the pre-
shock medium over a distance set by its visible extinction A0

V or
equivalently its total hydrogen column density N0

H.
The last point of the buffer corresponds to the pre-shock

medium and marks the origin of time t and distance z for the
computation of the shock. The visible extinction AV and the self-
shielding column densities of H2 and CO in the shock, Ns(H2)
and Ns(CO), are integrated over the entire structure, including
the buffer, to account correctly for the total absorption of UV
photons. However, the output column density N(X) and line flux
F(X) of any species X shown throughout the paper are integrated
over the shock only, ignoring both the buffer and post-shock
medium. Details on the computation of the timescale ts and size
zs of the shock are given in Sect. 3.5.

In practice, we first compute the radiative transfer and chem-
ical and thermal structures of the buffer with the Paris-Durham
shock code by following, in a Lagrangian frame, a fluid particle
moving away from the ionization front at a small and constant
velocity until it reaches the position PS (see Fig. 1) where it
enters the shock. Using the physical properties of the pre-shock
gas as initial conditions, we then run the code in its classi-
cal configuration and compute the time-dependent dynamical,
chemical, and thermal evolution of matter in the shock.

A100, page 2 of 28

Figure 1.1: This figure represents the different zones in a planar C-type shock irradiated from
upstream: the preshock radiative buffer in light blue, which must be computed separately (from the
ionization front IF up to the desired attenuation A

0

V
) to provide initial conditions for the shock; The

C-shock layer per se in yellow; and its post-shock region in purple (defined as the region with no
further compression) whose contribution to the line intensities is not included. Some key parameter
notations are also indicated. From [51].

1.2 Main ingredients in the Paris-Durham code

1.2.1 Dynamics

The Paris-Durham shock code computes the coupled evolution of velocity, density, temperature
and chemical abundances along the 1D flow assuming steady-state; this is made by integrating as
a function of z (see Figure 1.1) a series of ordinary coupled differential equations describing the
conservation of particle number, mass, momentum, energy, in each fluid (neutrals, ions, electrons),
and the rate of change of each chemical species. These equations are presented in Appendix A in
the case of C-type shocks, and the corresponding momentum and energy source terms, including
chemical reactions, are detailed in Appendix B. The H2 level populations are also integrated in
parallel with the dynamics (as they can deviate from local equilibrium). The full set of coupled
equations is solved with the DVODE integrator, able to handle stiff systems.

The type of steady shock wave allowed to propagate through the medium depends crucially on its
magnetization and ionization properties.
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ABSTRACT

Context. The recent discovery of excited molecules in starburst galaxies observed with ALMA and the Herschel space telescope has
highlighted the necessity to understand the relative contributions of radiative and mechanical energies in the formation of molecular
lines and explore the conundrum of turbulent gas bred in the wake of galactic outflows.
Aims. The goal of the paper is to present a detailed study of the propagation of low velocity (5–25 km s�1) stationary molecular
shocks in environments illuminated by an external ultraviolet (UV) radiation field. In particular, we intend to show how the structure,
dynamics, energetics, and chemical properties of shocks are modified by UV photons and to estimate how efficiently shocks can
produce line emission.
Methods. We implemented several key physico-chemical processes in the Paris-Durham shock code to improve the treatment of the
radiative transfer and its impact on dust and gas particles. We propose a new integration algorithm to find the steady-state solutions
of magnetohydrodynamics equations in a range of parameters in which the fluid evolves from a supersonic to a subsonic regime. We
explored the resulting code over a wide range of physical conditions, which encompass diffuse interstellar clouds and hot and dense
photon-dominated regions.
Results. We find that C-type shock conditions cease to exist as soon as G0 > 0.2 (nH/cm�3)1/2. Such conditions trigger the emergence
of another category of stationary solutions, called C*-type and CJ-type shocks, in which the shocked gas is momentarily subsonic along
its trajectory. These solutions are shown to be unique for a given set of physical conditions and correspond to dissipative structures in
which the gas is heated up to temperatures comprised between those found in C-type and adiabatic J-type shocks. High temperatures
combined with the ambient UV field favour the production or excitation of a few molecular species to the detriment of others, hence
leading to specific spectroscopic tracers such as rovibrational lines of H2 and rotational lines of CH+. Unexpectedly, the rotational lines
of CH+ may carry as much as several percent of the shock kinetic energy.
Conclusions. Ultraviolet photons are found to strongly modify the way the mechanical energy of interstellar shocks is processed and
radiated away. In spite of what intuition dictates, a strong external UV radiation field boosts the efficiency of low velocity interstellar
shocks in the production of several molecular lines which become evident tracers of turbulent dissipation.

Key words. shock waves – astrochemistry – ISM: kinematics and dynamics – photon-dominated region – ISM: molecules –
turbulence

1. Introduction

The interstellar medium would be a nice, quiet, and somehow
boring place to study if it were not constantly perturbed by
strong dynamical events such as protostellar outflows, cloud
collisions, supernovae, or galactic outflows. By interacting with
the ambient medium, those events inject a large amount of
mechanical energy in their surrounding environments at scales
far larger than the diffusion length scales. A turbulent cascade
therefore develops in which part of the initial kinetic energy
is processed and transferred to all scales in a distribution of
lower velocity dynamical structures that may carry a substantial
fraction of the total kinetic energy.

The reprocessing of the initial available kinetic energy into a
turbulent cascade is particularly well illustrated in the Stephan’s
Quintet galaxy collisions. Colliding galaxies at relative veloci-
ties of ⇠1000 km s�1 not only trigger a large-scale initial shock
clearly identified in X-rays (Trinchieri et al. 2003) but also a
myriad of structures at far lower velocities (shocks, shears, and
vortices). These structures carry the kinetic signature of the
large-scale collision and radiate in the rovibrational lines of H2 a
total power that exceeds that seen in X-rays (Appleton et al. 2006;

Guillard et al. 2009). This example depicts a very generic modus
operandi of the interstellar medium. Low velocity dissipative
structures such as low velocity shocks allow the production of
specific molecules that are usually not abundant in ambient gas.
The lines of these molecules carry valuable information regard-
ing the event driving the injection of mechanical energy and
the way this energy is distributed in the gas and radiated away
(Lesaffre et al. 2013; Lehmann et al. 2016).

The physics and signatures of non-irradiated molecular
shocks have been the subject of numerous theoretical works,
describing the dynamics and thermochemistry of gas and dust
particles in shock waves (e.g. Hollenbach & McKee 1979;
Draine 1980; Kaufman & Neufeld 1996; Flower & Pineau des
Forêts 2003, 2010; Walmsley et al. 2005; Chapman & Wardle
2006; Guillet et al. 2007). All these works have led to valuable
predictions and opened a wide observational field to study the
properties and track the evolution of a great variety of galactic
and extragalactic environments, including young stellar objects
and molecular outflows (e.g. Gusdorf et al. 2008a,b; Flower &
Pineau des Forêts 2013; Nisini et al. 2015; Tafalla et al. 2015),
dense environments (e.g. Pon et al. 2016), supernovae remnants
(e.g. Burton et al. 1990; Reach et al. 2005), and giant molecular

Article published by EDP Sciences A100, page 1 of 28
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Fig. 3. Neutral sound speed (dotted) and neutral (dot-dashed) and ion (solid) magnetosonic speeds as functions of the density (upper left panel),
transverse magnetic field intensity (upper right panel), UV radiation field intensity (lower left panel), and visual extinction (lower right panel). All
the non-varying parameters are set to their standard values (see Table 1), and the standard value of the buffer visual extinction is set to A

0
V
= 10�2.

The critical velocities above which C-type shocks cannot exist are shown with red points, while coloured areas highlight the range of velocities at
which C- (green), C*- (yellow), CJ- (violet), and J-type (blue) shocks develop.

numerically unstable as soon as the neutral gas become subsonic,
a more sophisticated algorithm is used to compute CJ-type and
C*-type shocks. This algorithm, fully described in Appendix C,
is based on the works of Chernoff (1987) and Roberge &
Draine (1990) and combines forward integration techniques with
shooting methods.

3.3. Existence of J-, CJ-, C*-, and C-type shocks

The characteristic speeds cn, cims, and cnms computed in the pre-
shock fluid and the domains of existence of the different kinds
of stationary shocks are shown in Fig. 3 as functions of the pre-
shock density, magnetic field, and irradiation conditions. Each
parameter is explored around the standard model for a buffer
visual extinction A

0
V
= 0.01 (see Table 1).

3.3.1. Critical speeds

The minimal speed required for a shock to propagate is a problem
of non-ideal magnetohydrodynamic. In the limit of low coupling
between ions and neutrals, a shock develops if the perturbation
applied to the medium travels faster than the neutral sound speed.
Conversely, in the limit of strong coupling, a shock exists only
if the perturbation travels faster than the neutral magnetosonic
speed. While the intermediate case has been treated in several
numerical studies (e.g. Balsara 1996), no analytical formula has
ever been derived. To simplify, we identify in Fig. 3 the neutral
magnetosonic speed cnms as the minimal speed required to induce

a shock. We do so because we found that C-type shocks below
this limit (⇠2 km s�1 for the standard model) induce a relative
velocity difference between the upstream and downstream flows
smaller than 10%. Above this limit, the parameter space shown in
Fig. 3 is divided in four different regions which set the domains
of existence of J-, CJ-, C*-, and C-type shocks.

The limit between J-type and other kinds of molecular shocks
is given by the ions magnetosonic speed, hence by the strength of
the magnetic field and the mass density of the ionized flow in the
pre-shock medium (Eq. (24)). Assuming that all grains – includ-
ing the neutrals – contribute to the inertia of the charged fluid
(see Guillet et al. 2007; Lesaffre et al. 2013, and Sect. 3.3.3),
the mass density of the ionized flow is dominated by the grains.
With an initial transverse magnetic field B0 proportional to

p
nH

(see Table 1), cims therefore linearly depends on B0, does not
depend on the gas density, and softly depends on the dust-to-
gas mass ratio. Without depletion, i.e. at large radiation fields or
weak extinctions (bottom panels of Fig. 2), the mass of grains
lies in the cores which is set by their composition and grain size
distribution (see Table A.1 and Appendix A). Conversely, if the
depletion becomes important, the mantles contribute to the grain
mass; in the limit of high depletion, i.e. at low radiation fields
or large extinctions, the dust-to-gas mass ratio is increased by
a factor of two and the ion magnetosonic speed is divided by a
factor 1.4.

The range of existence of C-, C*-, and CJ-type shocks below
the ions magnetosonic speed can be explained in the light of the
driving mechanisms of molecular shocks described in Sect. 3.2.
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BACKWARD MODELING
(INVERSION PROBLEM)

Many free parameters è degeneracy
Ideally combine as many constraints as possible:
• Line fluxes PB: filling factor, depletion in grain+ ice è H2, CO, O
• Line ratios  PB: relative depletion è single specie, or undepleted
• Shock thickness PB: spatial resolution èHubble, JWST, ALMA
• Line profile width PB: inclination è 2D bowshocks
• Ortho/para of H2   (if < 3) 
• Ambient conditions (nH, G0, Av, zeta_CR, zeta_X) from ancillary data
• Shock Age: from speed + size



JET BOWSHOCK

• Lateral escape of 
shocked jet material

• Swept back by 
ambient gas

• Oblique shocks : Vs 
changes along bow
surface

• Largest area at low
shock speeds

Fig. 2.13: haut : Profil de la solution de (López-Vázquez et al., 2019) à différentes époques.
b) Profils des vitesses dans le référentiel sphérique exprimés en fonction de l’angle
◊, les couleurs correspondent aux mêmes ages que dans le panneau du haut. La
ligne rouge correspond à la vitesse de rotation du modèle d’Ulrich (1976) situé à
la surface de la solution à t = 500 yr.

Fig. 2.14: Représentation schématique d’un choc d’étrave

En supposant un mélange complet entre la matière du jet et de l’enveloppe, la dy-
namique (vR, vX) et la position (rb(X)) de chaque point de la couche d’intéraction
peuvent être caractérisées par trois lois de conservations. Ces lois sont La conserva-
tion de la masse (m), de l’impulsion selon l’axe X (PX), et de l’impulsion selon l’axe
R (PR), ainsi :

2.3 Modèles d’intéraction avec une enveloppe 47
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UNRESOLVED 3D BOWSHOCK
MODELS

Tram L.N. 2018, MNRAS
• Stitch 1D models along bow surface
+ Compute total H2 excitation diagram
• resembles slower 1D shock ~ 10 km/s 

with ~ same B
èFitting with Vs = Vbow would strongly

overestimate B-field !

• Distinctive effects of density, age, bow
shape, B-field strength and angle  è
good diagnostic potential

Tram L.N. 2018, MNRAS

1480 L. N. Tram et al.

Figure 10. Excitation diagrams of H2 showing the effect of varying some of the parameters of the model. The reference model is n H = 102 cm−3, age = 105 yr,
b0 = 1, ! = 0, shape = parabola, u 0 = 40 km s−1. It is always displayed in solid blue. Connected circle symbols have all v = 0 (pure rotational levels), while
square symbols have v = 1.

with L the number of observed vibrotational levels (v, j), and gvj

the statistical weight of each level (v, j). The constant C reflects
the fact that the beam surface at the distance of the object may not
match the actual emitting surface of the bow shock, partly because
of a beam filling factor effect and partly because the bow shock
surface is curved. We assume here that the observer has a perfect
knowledge of the geometry and we take C = 0, which means that
the 1D shock model has the same surface as the 3D bow shock

to which it is compared with. The best 1D model and power-law
assumption selected is the one yielding the smallest χ2 value on our
grid of 1D models.

Fig. 11 shows the result of the fit on a 30 km s−1 bow shock at
age 105 yr, density n H = 102 cm−3 and magnetization parameter
b0 = 1 (! = 90o). 1D models have the same parameters (same age,
pre-shock density and b∥ = 1) except the entrance velocity u ⊥ . We
find that the best velocity is either 8 or 13 km s−1 depending on the
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FITTING H2 IN ORION PEAK-1

• nH = 106 cm-3, age = 1000 yrs, b = 4.5
• U0 ≥ 30 km/s

1484 L. N. Tram et al.

Figure 15. H2 excitation diagram observed in OMC-1 Peak 1 (Rosenthal,
Bertoldi & Drapatz 2000) compared with various models: our best-fitting
3D model of bow shock (open symbols), and the best-fitting models from
Rosenthal et al. (2000): a combination of two planar C-shocks models from
Kaufman & Neufeld (1996) (KN96) and one J-type shock model from Brand
et al. (1988) (B88).

approach yields satisfying results for levels with a low excitation
energy but tends to deviate at high excitation energy.

4.2 H2 emission line profiles

Smith & Brand (1990b) pioneered the study of the emission-line
profile of molecular hydrogen from a simple C-type bow shock. We
revisit their work using our models that improve on the treatment of
shock age, charge/neutrals momentum exchange, cooling/heating
functions, the coupling of chemistry to dynamics and the time-
dependent treatment of the excitation of H2 molecules. We also
introduce line broadening due to the thermal Doppler effect.

In the shock’s frame, the gas flows with velocity v(r, u⊥, ϕ) =
( t̂ u∥ + n̂ u(r, u⊥, b∥), where r is the distance within the shock thick-
ness (orthogonal to the bow shock surface) and u (r, u⊥, b ∥) is the
shock orthogonal velocity profile as computed in the 1D model. In
the observer’s frame, the emission velocity becomes vobs = v − u 0.
However the observer only senses the component along the line of
sight: vobs · l̂ with l̂ a unit vector on the line of sight, pointing to-
wards the observer. When this is expressed in the observer’s frame,
the emission velocity becomes vrad = − vobs · l̂ .

We assume the H2 emission to be optically thin. Then the line
profile is defined by integration over the whole volume of the bow
shock, including the emission coming from each unit volume inside
each planar shock composing the bow shock. The line emission at
velocity vr can be computed as follows:

f (Vr, i) =
∫

u⊥

P (u⊥)du⊥

∫

ϕ

dϕ

2π

×
∫

r

dr
R2

0√
2πσT(r, u⊥, b∥)

ϵ(r, u⊥, b∥) e
−

[vrad(r,u⊥ ,b∥ )− Vr ]2

2σ2
T(r,u⊥ ,b∥ ) ,

(11)

which includes Doppler broadening with σ 2
T (r,α) =

kB/mH2TH2 (r, u⊥, b∥), the thermal velocity of the H2 molecule.
Note that the dependence on the azimuthal angle ϕ occurs both in
the expression of b ∥ (see equation 8) and the projection of vobs on
to the line-of-sight direction l̂ .

Fig. 16(a) shows the effect of varying the viewing angle i on the
1–0S(1) line shape. When the observer looks at the bow shock from
the point of view of the star (i = 0o), all the emission is blueshifted,

with a stronger emission at a slightly positive velocity, coming from
the part of the shock structure closest to the star, close to the J-type
front where this line is excited. As the viewing angle turns more to
the flank (i increases), the line of sight intercepts two sides of the
working surface, one going away and the other going towards the
observer. The line profile then becomes doubly peaked. We checked
that the integrated line emission did not vary with the viewing
angle i.

Fig. 17(a) shows how the age affects the 1–0S(1) line profile at a
given viewing angle of 60o. As the shock becomes older, the J-tail
entrance velocity decreases: this explains why the two peaks of the
line profile get closer to each other as age proceeds. The velocity
interval between the two peaks is proportional to the entrance ve-
locity in the J-type tail of the shocks. Furthermore, as the entrance
velocity decreases, the temperature inside the J-shock decreases ac-
cordingly and the Doppler broadening follows suit: the line gets
narrower as time progresses. The width of the 1–0S(1) could thus
serve as an age indicator, provided that the shock velocity is well
known.

The 0–0S(1) line corresponds to a much lower energy level than
the 1–0S(1) line: while the 1–0S(1) is sensitive to temperature and
shines mostly around the J-type front, the 0–0S(1) line emits in
the bulk of the shock, where gas is cooler. Since the 0–0S(1) line
probes a colder medium, the resulting profiles are much narrower
(Fig. 16b). For early ages (100 and 1000 yr), one can however
still notice the double peak signature of the J-front (Fig. 17b).
Because the temperature in the magnetic precursor is much colder
than the transition’s upper level temperature of 1015 K for level
(0,3). At these early ages, the 0–0S(1) line is shut off in the magnetic
precursor (see Fig. 6, for example) and it therefore probes the J-
shock part.

These results show that a wealth of dynamical information is
contained in the line shapes. However, this information is hard to
retrieve, as the line shaping process is quite convoluted. In particu-
lar, each line probes different regions of the shock depending on the
upper level sensitivity to temperature. As an illustration, we plot the
normalized line shapes for three different transitions in a 20 km s− 1

bow shock with pre-shock density 104 cm− 3, age 1000 yr and b 0 = 1
(Fig. 18). This figure is meant to be compared with fig. 2’s top panel
in Santangelo et al. (2014), which plots resolved observations of H2

lines in HH 54. These observations come from two different slit
positions: a CRIRES slit for 1–0S(1) and 0–0S(9) near the tip of the
bow, orthogonal to the outflow axis, and a VISIR slit for the 0–0S(4)
line along this axis. On the other hand, our models cover the whole
extent of our bow shock, which questions the validity of the com-
parison. Despite this, some similarities are striking: the two lines 1–
0S(1) and 0–0S(9) match perfectly and are blueshifted. The insight
from our computations allows us to link the good match between
the line profiles of 1–0S(1) and 0–0S(9) to the very similar energy
of the upper level of the two transitions. Furthermore, we checked
in our models that the emission from the low-energy 0–0S(4) is
completely dominated by the C-type parts of our shocks, where the
velocity is still close to the ambient medium velocity: this explains
why this line peaks around vr = 0. This C-type component should
shine all over the working surface of the bow shock, and the VISIR
slit along the axis probably samples it adequately. Conversely, we
checked that the emission coming from both lines 1–0S(1) and 0–
0S(9) is completely dominated by the J-type parts of our shocks.
Hence they should shine near the tip of the bow shock (traversed by
the CRIRES slit) at a velocity close to that of the star and its observed
radial speed should lie around − u 0cos (i), blueshifted for an acute
angle i.
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H2 emission from magnetized bow-shock 1487

Figure 18. Line profiles of three different transitions in a bow shock at age
100 yr with parameters u0 = 20 km s−1, nH = 104 cm−3, b0=1 and viewing
angle i = 60o.

Figure 19. Comparison of the H2 line profile between OMC-1 Peak 1
observation and bow shock model. Black square: the observational data
(Brand et al. 1989). Solid lines: our 3D model using parameters in Table 3
with different values of u0. The best 3D model constrains the terminal shock
velocity to about 100 km s−1.

transitions. A possible interpretation is that these levels are more
sensitive to J-type shocks, where the sudden temperature jump is
more likely to put the gas away from statistical equilibrium.

We provide some illustrations of how our results could improve
the match between model and observations in BHR 71 and Orion
OMC-1. We show that 3D models largely improve the interpreta-
tion. In particular, we are able to obtain much better match than in
previous works with relatively little effort (and with the addition
of only one or two parameters compared to the 1D models: the
magnetic field orientation and the shape of the bow shock).

We compute line shapes with an unprecedented care and examine
their dependence to age and viewing angle. Although line shapes
result from a convoluted process, they contain a wealth of dynamical
information. In particular, we link the double-peaked structure of
1–0S(1) in young bow shocks to the dynamics of their J-type part
components. The line width results from the combined effects of
geometry, terminal velocity and thermal Doppler effect. We show
how different lines probe different parts of the shocks depending
on the temperature sensitivity of the excitation of their upper level.
We show how our 3D model can reproduce the broad velocity
profile of the H2 1–0S(1) line in Orion Peak 1 with a magnetization
compatible with other measurements. The excitation diagram fails

to recover dynamical information on the velocity (it only gives a
minimum value), but the line shape width provides the missing
constraint.

Further work will address some of the shortcomings of our
method. First, it will be straightforward to apply similar techniques
to the shocked stellar wind side of the bow shock working surface.
Second, the different tangential velocities experienced on the out-
side and on the inner side of the working surface will very likely lead
to turbulence and hence mixing, as multidimensional simulations
of J-type bow shocks show. A challenge of the simplified models
such as the ones presented here will be to include the mixing inside
the working surface. All models presented here were run for a pre-
shock ortho–para ratio of 3: the dilute ISM is known to experience
much lower ratios and we will explore the effect of this parameter
on the excitation diagrams of bow shocks in further work. Finally,
our methods could be used to model other molecules of interest,
provided that we know their excitation properties throughout the
shock and that their emission remains optically thin. We expect that
such developments will improve considerably the predictive and
interpretative power of shock models in a number of astrophysical
cases.
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Line profile lifts degeneracy on bow speed U0
Agrees with proper motion info



RESOLVED H2 BOWSHOCK MODELS

model

L. E. Kristensen et al.: Observational 2D model of H2 emission from a bow shock in the Orion molecular cloud 209

Fig. 6. Emissivity profile of the v = 1−0 S(1) H2 line of the shock model
corresponding to the best fit of segment 3 (the apex of the shock).
Preshock density is 5 × 105 cm−3, shock velocity 49 km s−1, bis 6.0
and the initial o/pratio is 3.0. We also display the kinetic temperature
(red). The FWHM of the H2 profile is 14 years (97 AU; marked by ver-
tical black lines) and the width of the shock at a temperature of 1000 K
is 37 years (216 AU; marked by red vertical lines). At a temperature of
50 K the width is 120 years (489 AU; the size of the abscissa).

is the width is underestimated by 51% (the observed FWHM is
190 AU, see Table 1). The total size of the H2 emitting zone cor-
responds very well to the zone in which the kinetic temperature
is greater than 1000 K. The size of this zone is 216 AU. The time
to reach steady-state at 50 K is 120 years.

We now discuss what can be learned from these results.

4.3.1. Shock velocity

It is possible to compare our predicted peak velocity to the mea-
sured 3D velocity. The measured 3D velocity is ∼55 km s−1 ±
25 km s−1 (Nissen et al. 2007; Cunningham 2006) and we predict
a shock velocity of ∼50 km s−1. Thus there is good agreement
between our results. Furthermore we predict how the velocity
will change along the bow as illustrated in Fig. 7.

If the bow shape remains steady over time, the shock velocity
perpendicular to the bow surface should vary along the bow as

!⊥ = !0 × cos(pa − pa0) (1)

where !0 is the maximum velocity, pa the position angle of the
given segment and pa0 the position angle of the bow motion.
In Fig. 8 we show the velocity component perpendicular to the
surface and the best fit results of Eq. (1). As a result we find that
the position angle for the bow shock is 224◦ ± 3◦ and that the
maximum velocity is 47 km s−1 ± 2 km s−1. The position angle
is in agreement with other position angles as discussed in Sect. 3.

With future high spatial resolution observations of this ob-
ject it should be possible to observe the proper motion of the
individual segments. If the shock is moving at an angle of ∼40◦
with respect to the plane of the sky, then at a spatial resolution
of ∼0.′′15 it should be possible to resolve the differential motion
over a period of 13 years.

4.3.2. Transverse magnetic field

If we assume that the magnetic field is uniform, we may de-
duce its position angle, paB. This position angle is determined
in much the same way as the position angle of the shock above.

Fig. 7. Velocity variations along the bow superposed on an image of the
bow shock as observed in v = 1−0 S(1). Coordinates and colour bar are
as in Fig. 2. The lengths of the arrows are scaled with velocity and the
arrow in the top left corner has a length corresponding to 40 km s−1.

Fig. 8. Shock velocity perpendicular to the bow, as a function of position
angle. The curve shows the best-fit solution to Eq. (1).

Quantitatively we compare the changes in the magnetic field tan-
gential to the bow with a simple model where

b∥ = b0 × cos
[
(pa ± π/2) − paB

]
= b0 × | sin(pa − paB)| (2)

as in Eq. (1). Here b0 is the maximum value of the magnetic
scaling factor and (pa ± π/2) is the position angle of the local
tangent to the bow surface. This is shown in Fig. 9.

With this model we find that b0 = 4.8 ± 0.7 and paB is
132◦ ± 16◦. Observations of polarized light in the region (e.g.
Hough et al. 1986; Chrysostomou et al. 1994; Simpson et al.
2006; Tamura et al. 2006) indicate that the magnetic field has
a position angle of ∼140◦. The position angle of our shock was
determined to 224◦ ± 3◦ above. Therefore we conclude that the
magnetic field is oriented tangentially to the apex.

The predicted magnetic field strength is ∼3.4 ± 0.5 mGauss
at the apex. This value may be compared with magnetic fields

0.15’’ resolution
(adaptive optics)

3 Flux-calibrated
H2 lines (v= 1-0)

• Resolved emission
thickness across bow
surface

• Fit cuts by 1D shocks
(Kristensen et al. 2008)

• Fit image by 3D 
bowshock model with
projection effects
(Gustafsson et al. 2010)

è C-shocks with

b = B/sqrt(nH) ~ 3-5

agrees with unresolved
bow model  in Peak 1

(and polarization data)



ORTHO/PARA RATIO OF 
H2

• Spectrally resolved
observations in HH7 
(EXES/SOFIA)

• Velocity shift 
between ortho and 
para H2 lines è large 
OPR variation

• only explained with
C-shock model (104

cm-3, 20 km/s, 
130microG)

• (Neufeld+2018)

– 14 –

Fig. 3.— Crosses with 68% confidence limits: variation of OPR678 (upper panels) and T86

(lower panels) with Doppler velocity. Solid curves: predictions for the simple shock model

described in the text.

– 15 –

Fig. 4.— Top panel: neutral gas temperature (T3 = T/[103 K]), velocities for the neutral

and ionized fluids (vn6,i6 = vn,i/[106 cm s−1]), and H2 OPR for the simple C-type shock

model described in the text. Bottom panels: predicted H2 line profiles for the simple model

described in the text, overlaid on the observed spectra for positions P1 and P2.



OTHER MOLECULES
• Flower & Pineau des Forêts 2010: CO and H2O in C and 

J shocks
• Flower et al. 2010: Methanol in C-shocks
• Flower & Pineau des Forêts 2012: NH3 emission in C-

shocks, Effect of age, revised methanol and ammonia
ice abundances
• Pineau des Forêts et al. 2013 : OH emission as 

diagnostic of C vs. J shocks
• Flower et al. 2015 : detailed code description and 

updated atomic + molecular line predictions using LVG 
escape formalism
• NB: nocoll.  rates with H except for CO J<16 

(Balakrishnan et al. 2002), nor with e- è caution for J-
shocks ?



C VS J DIAGNOSTICS

• NB: NH3 in C-shocks depends on 
assumed initial ice abundance (ill-
known)

• NB2: absolute fluxes depend on 
« filling-factor »  è look at relative 
line fluxes (excitation diagrams) 
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Figure 2. Variation with the speed of the shock wave, vs, of the intensities
of representative emission lines of [O I], [S I], OH, NH3 and H2. Results are
shown for both C- and J-type models and pre-shock densities nH = 104 (full
lines), 105 (broken lines) and 106 cm−3 (dotted lines; C-type only).

note that using the excitation diagram to determine the temperature,
T, in the line-emitting region is often unjustified. The gradient of
the excitation diagram becomes equal to −1/T only when local
thermodynamic equilibrium is attained and the levels are popu-
lated according to a Boltzmann distribution. For strongly dipolar
species, such as H2O and OH, the densities required to approach a
Boltzmann distribution greatly exceed those that prevail in the
sources of the radiation. Under these circumstances, the excitation
diagram is merely a convenient way of presenting results, rather
than a proper diagnostic tool.

An issue that often remains unaddressed, for want of the requisite
information, is the effect of a finite line optical depth on the value of
the column density of the emitting level. In Fig. 3, we plot excitation
diagrams for ortho-H2O and OH, derived from C- and J-type models
in our grid. Both the computed column densities, which allow for
the optical depth in the lines by means of the LVG approximation,
and the column densities that would be inferred from the computed
line intensities, assuming the lines to be optically thin, are shown.
As may be seen from Fig. 3, the neglect of the line opacities leads
to gross underestimations of the column densities of the levels of
low excitation energy, which comprise most of the total column
densities of these species. Fig. 3 serves to underline the impor-
tance of theoretical modelling in the quantitative interpretation of
observational data.

Figure 3. Excitation diagrams for ortho-H2O and OH, derived from the
(vs = 20 km s−1, nH = 105 cm−3) C- and J-type models that are discussed
in Section 3.1; the optical depth in the lines was evaluated using the LVG
approximation. Also shown, as red filled circles, are the column densities
that would be inferred from the computed line intensities, assuming the lines
to be optically thin.

3.2 NGC 1333 IRAS 4B

3.2.1 Herschel observations

Herczeg et al. (2012) have observed recently the outflow source
NGC 1333 IRAS 4B by means of the PACS instrument on board
the Herschel satellite. They measured the intensities of a large num-
ber of emission lines of CO, ortho- and para-H2O, and OH, as well
as the 63 µm line of [O I]. These observations are particularly in-
teresting because they include the main repositories of gas-phase
elemental oxygen. Furthermore, they extend to highly excited lev-
els of the molecular species, providing additional diagnostics of the
putative shock-excitation process. We shall compare with the line
fluxes reported by Herczeg et al. (2012) in their table D1, which
are the sums of the contributions from two adjacent ‘spaxels’, one
located on the peak of the submillimetre continuum and believed
to coincide with the protostar, and the other located 9.4 arcsec to
the southeast and coincident with the blueshifted outflow source.
We assume that the line emission emanates from the outflow source
and not from the protostar. The angular size of the single spaxel is
9.4 arcsec × 9.4 arcsec, which corresponds to 2.1 × 10−9 sr; this
solid angle is used to convert the observed line fluxes (W cm−2)
into line intensities (W cm−2 sr−1). Of course, if the emitting region
should prove to be smaller in size than a single spaxel, the line
intensities would be correspondingly larger.

In Fig. 4, the observations of CO, ortho-H2O and OH emission
line intensities and the predictions of a C-type and a J-type shock
wave model are compared; the predictions of the composite model –
which is simply the sum of the C- and J-type contributions – are
also shown. For convenience of presentation, the results are given
in the form of excitation diagrams.
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EXAMPLE: IRAS4A

• Herschel PACS data

Interpreting observations of NGC 1333 IRAS 4B 2147

Figure 4. A comparison of the intensities of the emission lines of CO and of
the column densities, N, divided by the statistical weights, g, of the emitting
levels of ortho-H2O and OH, observed in NGC 1333 IRAS 4B by Herczeg
et al. (2012) (black open squares), with the predictions of (vs = 25 km s−1,
nH = 105 cm−3) C-type (blue filled circles) and J-type (red filled circles)
shock models. Also shown are the predictions of the composite C+J-type
(black filled circles) model, obtained by adding the contributions of these
same C-type and J-type shock waves.

It may be seen from Fig. 4 that the C-type model fails to account
for the intensities of the transitions from the highly excited levels
of CO, whereas the J-type model underestimates the intensities of
the lines from the levels of low excitation; this behaviour is similar
to that observed for rovibrational transitions of H2 in other outflow
sources (Flower et al. 2003). On the other hand, the composite (C+J-
type) model provides an acceptable fit to the CO line intensities over
the range of the Herschel PACS observations – although there is a
suggestion that the intensities of lines emitted by rotational levels
J ! 15 are overestimated by the composite model (and hence mainly
by the C-type component). The intensities of the H2O and OH lines
are reproduced satisfactorily, with the reservation that the intensities
of the low-energy transitions of H2O are overestimated, whilst the
intensities of the relatively weak, high-excitation transitions are
possibly underestimated.

In Section 1, we alluded to evidence that shock fronts in outflow
sources are bow shaped, rather than plane parallel, in which case

Figure 5. As Fig. 4 but for non-stationary CJ-type shock waves of the
specified speeds, vs, and dynamical ages, tdyn; the pre-shock density
nH = 105 cm−3. Herschel observations: open squares and models: filled
circles.

the character of the shock wave may vary, from J- to C-type, along
the bow. Whilst it is encouraging that the Herschel observations of
NGC 1333 IRAS 4B can be represented reasonably well by means
of a planar C+J-type model, it is clear that this interpretation is
simplistic and that the source possesses more complex structure.
Nonetheless, we consider that our grid of C- and J-type models
can provide a useful framework for interpreting Herschel and other
observations of such objects.

Shock waves that have not yet reached a steady state are known
to exhibit both C- and J-type characteristics. Accordingly, we inves-
tigated the possibility that a single, non-stationary (CJ-type) shock
wave, with the same speed (vs = 25 km s−1) and pre-shock gas
density (nH = 105 cm−3), might provide an equally acceptable or
perhaps better fit to the observations of NGC 1333. In Fig. 5, the
predictions of CJ-type shock waves of different dynamical ages are
compared with the Herschel spectra of CO, ortho-H2O and OH.

As may be seen from Fig. 5, CJ-type shock wave models with
a dynamical age, tdyn, of the order of 102 yr provide a good fit to
the molecular line intensities observed in NGC 1333 IRAS 4B.
Furthermore, this value of the dynamical age is consistent with an
estimate that is based on the distance of the emitting source from the
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DOUBLE SHOCK STRUCTURE

Shocks in astrophysics are commonly double (continued).

Radiation from the shocks:

� Molecular lines: e.g. pure rotational H2, HD, H2O, OH, CO.

• These lines are the dominant coolant in cloud shocks.

� Yield T and mechanical-energy injection rates.

• Useful abundance ratios too, particularly HD/H2. 

� Atomic fine structure lines, primarily from low-ionization 
species: e.g. [O I], [S I], [Si II], [Fe II], [N II].

• Lower-ionization species are dominant coolants in the 
parts of the post-J-shock where T < 5000 K.

• Higher ionization states in faster shocks: lines of [Ne II], 
[S III], [O III], [N III] become prominent.

5

Outflow from 
protostar

J-shock: 
decelerating 

wind

C-shock: 
accelerating 

cloud 
material

Contact 
discon-
tinuity



1748 D. R. Flower and G. Pineau des Forêts

Table 1. Flux of energy in the emission lines of H2O, H2, CO, [O I] and H I Ly α, relative to the initial flux
of energy in the flow, ρv3

s /2, and expressed as a percentage. The results for C-type shocks are listed first,
followed by the results for J-type shocks.

nH vs H2O H2 CO O H Total
(cm−3) (km s−1) (per cent) (per cent) (per cent) (per cent) (per cent) (per cent)

2 × 104 10 1.9 34.2 17.0 0.7 – 53.8
2 × 104 20 11.0 57.0 4.9 0.01 – 72.9
2 × 104 30 6.8 72.7 2.1 – – 81.6
2 × 104 40 4.3 80.6 1.1 – – 86.1

2 × 105 10 4.9 26.2 19.6 0.1 – 50.8
2 × 105 20 17.1 48.8 3.9 – – 69.8
2 × 105 30 9.6 69.3 1.4 – – 80.4
2 × 105 40 5.9 79.5 0.7 – – 86.1

2 × 104 10 3.2 75.5 6.8 – – 85.5
2 × 104 20 15.0 72.5 9.0 0.01 – 96.6
2 × 104 30 18.7 3.3 0.8 6.6 41.1 80.4

2 × 105 10 5.7 64.5 3.6 – – 73.8
2 × 105 20 50.7 15.1 5.8 1.8 – 73.3
2 × 105 30 23.3 3.0 0.1 2.6 48.2 77.3

the changes in the shock structure to be lower molecular line inten-
sities, owing to the reduced column density of shock-heated gas,
and enhanced fractional populations of excited levels, owing to the
higher maximum temperature.

The consequences of the differences in the physical structure of
the shock wave for the energy radiated by the principal coolant
molecules, H2, H2O and CO, can be assessed by comparing their
integral emission line fluxes (summed over all transitions) with the
total kinetic energy flux in the flow, ρv3

s /2, where ρ is the mass
density of the pre-shock medium. This comparison was made by
KN96b (table 1), for C-type shocks. Our results, for both C- and
J-type shocks, are given in Table 1.

At the lowest shock speed, vs = 10 km s−1, only about a half of
the total energy of the shock wave is radiated by these molecular
coolants; the remaining energy is used to compress the magnetic
field (with a small fraction being radiated by other molecules and
atoms). As vs increases, the fraction of the energy that is radiated by
H2 also increases, whereas the fraction radiated by CO decreases.
These trends reflect the rising maximum kinetic temperature of the
gas and the fact that the rotational constant of H2 is much larger than
that of CO. For the highest shock speed, vs = 40 km s−1, and the
higher pre-shock gas density, nH = 2×105 cm−3, KN96b predicted
that over 99 per cent of the energy of the shock wave is radiated
by H2, H2O and CO. We predict a smaller percentage (86 per cent),
owing to the enhanced contribution of cooling through the colli-
sional dissociation of H2.5 With this proviso, the trends exhibited
by our own calculations are qualitatively and quantitatively similar
to those predicted by KN96b. By way of illustration, we show, in
Fig. 2, the rates of cooling by the main molecular coolants through
a C-type (and also a J-type) shock wave with vs = 20 km s−1 and
nH = 2 × 104 cm−3 initially.

Non-thermal sputtering of the mantles of the (mainly negatively)
charged grains by the abundant neutral species, H, H2 and He, can
enhance the gas-phase abundances of species such as H2O, which is
present with relatively high initial abundance (of the order of 10−4)

5 Part of the dissociation energy of 4.48 eV is recovered when molecular
hydrogen reforms on grains and is ejected into the gas phase.

in the mantles. In the models, this process is a major contributor to
the gas-phase abundance of H2O at all but the lowest shock speed
(vs = 10 km s−1).

3.1.2 J-type

The chemical response of J-type shock waves can differ consid-
erably from that of C-type shocks of the same speed, particularly
when the speed is sufficient to give rise to the dissociation of H2.
Thus, whilst emission in the lines of H2 is the main radiative cooling
mechanism in C-type models, cooling by H2O and CO can be more
important in J-type shocks; see Table 1.

In Fig. 3, we compare the profiles of selected oxygen-containing
species through J- and C-type shock waves with vs = 20 km s−1 and
nH = 2 × 104 cm−3. As may be seen from this figure, the temper-
ature attains approximately 2 × 104 K behind the J-‘discontinuity’
(which has a small but finite width, commensurate with the artificial
viscosity in the model). At the higher preshock density of 2 × 105

cm−3, such a high temperature is sufficient for complete collisional
dissociation of H2 to occur. The presence of atomic hydrogen in
the hot gas leads to the chemical destruction of abundant gas-phase
species, such as CO and H2O, in endoergic reactions with H. This
net destruction of CO and H2O proceeds in spite of their release
from the mantles of the grains, by thermal sputtering. As the gas
cools and endoergic reactions with H begin to slow, CO and H2O
reform before being adsorbed finally on to the grain surfaces, where
H2 is produced and ejected into the gas phase.

At the highest J-type shock speed considered (30 km s−1), the
temperature behind the J-discontinuity is sufficiently high for not
only dissociation of H2 to occur but also excitation and ionization of
H; see Table 1 and Fig. 4. Dissociation of H2 is attributable mainly
to collisions with neutral particles of comparable mass (H, H2, He),
whereas excitation and ionization of H are induced by collisions
with electrons. When H+ becomes the dominant ion in the medium,
ionization of H is the main provider of free electrons, and the pro-
cess of electron collisional ionization becomes self-perpetuating.
At a shock speed vs = 30 km s−1, the fractional electron density,
ne/nH, exceeds 10−3 behind the J-discontinuity; this is six orders of
magnitude higher than in the pre-shock gas. Under these conditions,

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 406, 1745–1758

Ly 𝛂

« BOLOMETRIC METHOD »
% of kinetic energy flux ½ 𝜌Vs

3 radiated by shock tracers: 

C-type

J-type 

• H2 main coolant in 
non-dissociative 
shocks (25%-80%): 
useful « bolometric » 
tool at Vs < 30 km/s

• CO % and H2O % 
depend too strongly
on (nH,Vs) (but 
improve total % if 
added to H2) 

• O and H lines è
dissociative J-
shocks



H2 BOLOMETRIC 
METHOD APPLIED
Maret et al. 2009 
• Spitzer: H2 pure rotational lines from

outflows in NGC1333 (green in 
image)
C-shocks at Vs ~ 20-30 km/s

• L(H2) è KE flux in shock = Lmech
è Momentum injection rate :  
Ps = 2 Lmech / Vs 

= 2-5 10-5 M☉ km/s /yr per flow
• After 2x105 yr, each flow imparts 1 

km/s turbulence in 5M☉
20 flows: 100 M☉= 30% of cloud mass

NASA/Spitzer



« BOLOMETRIC METHOD » FOR 
DISSOCIATIVE SHOCKS

• [O I] 63mic flux is (roughly) 
proportional to mass-flux 
into shock (Hollenbach
1985)

• Same for [Fe II]26mic and 
[Si II]35mic

But high-impact results can also be obtained in model-
independent fashion.
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Because the HIRMES band contains single lines, or 
small sets of them, that are the major coolants of 
their shock domain…

� flow rates can be measured “bolometrically,” 
from integrated line intensity…

• Like mass-flow rate, using [O I] 63.2 µm 
(Hollenbach 1985, Hollenbach & McKee 
1989; also Watson+ 2016, Dionatos & 
Güdel 2016).

• And kinetic-energy-injection rate, using 
H2 or CO lines (e.g. Kaufman & Neufeld 
1996, Maret+ 2009, Nisini+ 2015).

� and HIRMES can do this with spatially and 
spectrally resolved images, making complete 
accounts of the rates of mass, momentum, and 
energy ejection by young stellar objects.
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Sum
[O I]

[Si II]
[Fe II]

Sum
[O I]
[Fe II]
[Si II]

W16 abundances

Solar abundances

-14 -18×10  erg ster

-13 -11×10  erg ster

Redo of the Hollenbach (1985) result, using 
MAPPINGS V and up-to-date atomic 
physics. (The difference from that result is 
insignificant.)

© Watson, D.

of60–200 for PDRs and H II regions. According to the
observations of PDRs by Okada et al. (2008), [Si II] 34.8 μm/
[Fe II] 26.0 μm lies in the range of40–200, and these lines are
accompanied by [Fe III] 22.93 μm emission, which is typically
similar in intensity to [Fe II] 26.0 μm. In contrast, the [Si II] and
[Fe II] lines are always similar in brightness in our present
survey sample. None of our targets exhibit [Si II] 34.8 μm/
[Fe II] 26.0 μm near the PDR range, nor do they exhibit
extended [Si II] sky emission with intensity significant
compared to the compact sources associated with our targets.
We also detect no hint of [Fe III] in any of our targets; typically
we obtain [Fe III] 22.9 μm/[Fe II] 26.0 μm<0.05 (3σ) from
our spectra. Our [O I] line observations indicate that, at least for
the 11objects in Table 3, the line widths, 40–90 km s−1

(FWHM), are much larger than observed or expected in PDRs
(10 km s−1; e.g., Boreiko & Betz 1997; Ossenkopf
et al. 2013). We therefore reject the possibility of significant
PDR contribution to our observations.

Ultraviolet starlight excites [O I] emission from the surfaces of
disks, as seen in Herschel observations of Class II YSOs. But
this emission is very faint compared to what we observe. The
Herschel-GASPS survey (Aresu et al. 2014) targeted such disk-
surface PDRs by observing [O I] 63.2 μm in Class II objects
without high-velocity flows. The median [O I] 63.2 μm
luminosity of our targets is larger than that obtained by GASPS
by a factor of 270, though the median bolometric luminosity of
our targets is larger than the GASPS targets by only a factor of 7.
Even if we neglect the additional, internal ultraviolet extinction
to which illumination of an embedded disk may be subject, this
comparison suggests that at most an embedded disk would
contribute only a few percent of the [O I] luminosity of our
targets. And neither [Fe II] nor [Si II] has been detected in any of
the ∼2000 Class II YSO disks observed with Spitzer-IRS. We
therefore rule out the embedded disks as significant contributors
to the line emission we observe in this survey.

3.3. Derivation of Protostellar Mass Outflow Rate from [Fe II],
[Si II], or [O I] Luminosity

The total massoutflow rate through J-type shocks can be
obtained from the cooling luminosity, as described above
(Section 1); in turn, the cooling luminosity is given accurately
by the luminosity of [O I] 63.2 μm (Hollenbach 1985; HM89).
In Figure 5 we see that [Si II] 34.8 μm and [Fe II] 26.0 μm both
serve as accurate proxies for [O I] 63.2 μm. Scaling from the
HM89 MO I w[ ]– ˙ relation, we can compute the total cooling
luminosity, and obtain the mass flow rate through the J shocks,
from the [Si II] and [Fe II] line fluxes, as well as from [O I]:
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Formally these are upper limits to the mass-loss rate, as internal
shocks from reflection within the jet can lead to fine-structure
line emission in addition to that produced by the first
deceleration of the outflow. In practice, this is a small effect
(Cohen et al. 1988; HEG95), and we will neglect it henceforth.
In the numerous cases in which both the [Si II] and [Fe II] lines
are detected, we averaged the resulting values of Mẇand added
their uncertainties in quadrature.
We plot each survey objectʼs resulting massoutflow rate Mẇ

against its bolometric luminosity Lbol (from Table 1) in
Figure 6. For comparison we also plot Mẇ and Lbol for the
intersection of the lists of Class II objects observed by HEG95
and G+98: objects for which HEG95 determined Mẇ from [O
I] 630 nm observations of the HVCs, and for which G+98 have
determined updated accretion rates from H recombination-line
observations. We obtain thereby a distribution with three
notable properties. First, massoutflow rate for the protostars is
strongly and linearly correlated with bolometric luminosity.
This trend among the protostars is not followed by the Class II
objects. Second, the Class 0 objects tend to have larger Mẇ and
Lbol than Class I and flat-spectrum objects,that is, the expected
evolution of outflow rate with envelope predominance is
evident. The principal components of the data for the separate
YSO classes indicate that Class I and flat-spectrum objects are
not distinguished from one another by therange of Lbol and
Mẇ, but that Class 0 is distinctively different from the other
protostars. The first principal components also indicate that the
protostar population exhibits its greatest variation in the same
direction as the trend,that is, in the “evolution” direction.
Third, the distribution of protostars seems to have a sharp upper
edge in Mẇ for given Lbol. The lower bound, dominated by
upper limits to Mẇ, is less abrupt.

3.4. Mass Outflow and Mass Accretion Rates in Protostars

Disk-star accretion rates Mȧ have been measured for the
Class II objects plotted in Figure 6 by G+98. What of the
protostars in our sample? As described in Section 1, it is
common to assume that accretion power dominates system
luminosity for YSOs with envelopes, and to estimate Mȧ
phenomenologically from Lbol via a relation such as that used

Table 3
[O I] 63.184 μm Observations (Manoj et al. 2013)

Name Line Flux, 10−13 erg cm−2 s−1

Line Width (FWHM),
km s−1

Observed Intrinsica

HOPS 32 4.0±0.4 134.1 87.5
HOPS 10 3.2±0.6 117.5 58.9
HOPS 91 <1.9 L L
HOPS 56 17.2±6.0 109.7 41.3
HOPS 60 39.3±0.8 119.2 62.2
HOPS 87 <1.9 L L
HOPS 68 2.4±1.0 113.9 51.3
HOPS 66 32.9±1.0 114.1 51.8
HOPS 85 7.2±0.2 120.7 65.1
HOPS 329 1.3±0.4 134.3 87.7
HOPS 343 <0.92 L L

Notes. Upper limits are given as s3 .
a After subtracting in quadrature the instrumental width, 101.6 km s−1. We
determined this width from high signal-to-noise observations of objects for
which there is independent evidence of a line width small compared to the
resolution (HOPS 203=L1641 VLA1; see Manoj et al. 2013). The value we
use is in accord with those listed in the Herschel-PACS Observerʼs Manual
(http://herschel.esac.esa.int/Docs/PACS/pdf/pacs_om.pdf, Section 4.7.1).
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LIMITATIONS OF « BOLOMETRIC » 
METHODS

• Several shock fronts contribute to [O I] not 
just the final terminal shock
• Overestimate mass-flux in jet/wind

• Need spectrally (SOFIA-GREAT, EXES) and 
spatially (JWST, ALMA, NOEMA) resolved
observations of shocks to separate
components

• 3 components in 
[OI] profile (SOFIA) 
Gusdorf+2017

A. Gusdorf et al.: Nature of shocks revealed by SOFIA OI observations in the Cepheus E protostellar outflow

Fig. 1. Left: a finder’s chart for the positions of interest in the Cep E protostellar outflow: Spitzer-IRAC band-two (4.5 µm) image, retrieved from
the Spitzer archive. Grey circles mark the di↵raction-limited SOFIA beams at the frequencies of [OI]63 µm (smaller circles) and CO (16–15) or OH
at 1838 GHz (larger circles) lines. The three observed positions are indicated (Cep E-mm, red star, BI and BII, white rectangles), as well as others
in the red lobe (RI and RII). The knots denomination is from Gómez-Ruiz et al. (2012). Right: zoom on the southern lobe of the outflow showing
the spatial components identified by L15 in CO (2–1) (see Sect. 3): the jet (cyan contours), the terminal bow-shock (yellow contours distant from
the protostar) and the cavity walls (coloured background). The three observed positions are indicated with a white star, and the SOFIA beams at
the frequencies of [OI]63 µm (smaller circles) and CO (16–15) or OH at 1838 GHz (larger circles) lines are shown in BII.

Table 1. Observed positions and sensitivity (rms of baseline noise) at
1 km s�1 spectral resolution for each observed line.

Position Cep E-mm Cep E-BI Cep -BII
↵ (J2000) 23h03m12s.7 23h03m12s.2 23h03m11s.6
� (J2000) 61�4202600.2 61�4201100.5 61�4200300.5
rms OH (K) 0.19 0.05 0.06
rms CO (K) 0.21 0.12 0.06
rms O i (K) 0.19 0.04 0.07

spectrally and spatially identify three components in the outflow,
which we refer to throughout this article:

– a narrow jet emitting between �140 and �110, centred on
�125 km s�1, with a typical line width of 15 km s�1, well
separated from the bipolar outflow wing emission;

– the outflow cavity, composed of the gas contained in the
cavity walls, that is, of the cavity walls plus the entrained
gas that is not part of the jet that is emitted from the ambi-
ent cloud velocity (�10.9 km s�1, Lefloch et al. 1996) up to
�100 km s�1;

– the terminal bow-shock labelled ‘HH377’, which is emitted
between �90 and �50 km s�1 and appears as a bump be-
tween the outflow cavity and the jet in the line profile, and
whose CO (16–15) intensity is similar to the entrained gas at
�20 km s�1.

At the protostar position, all lines are undetected except for a
faint 3� emission of the CO (16–15) line around the systemic
velocity of Cep E (at �10.9 km s�1). Hints of emission can be
seen in the blue- and red-shifted wing, between �90 and �60,
and 40 and 60 km s�1, respectively.

At the Cep E-BI and BII positions, only OH is undetected.
At the Cep E-BI position, only the spectral component that was
found by L15 to be associated with the walls of the outflow cav-
ity is detected in CO and O i. In CO, this component exhibits a
wing that extends up to �75 km s�1, whereas the corresponding
O i emission is found to be much narrower.

Finally, at the Cep E-BII position, the three components
identified by L15, that is, the jet, the terminal bow-shock, and
the outflow cavity, appear in the CO (16–15) and in [OI]63 µm
line profiles. At the BI and BII positions, a slight shift in ve-
locity of the order of 5 km s�1 might exist between the peak
of the CO (16–15) emission and that of [OI]63 µm. This shift
could be a consequence of the two lines tracing a di↵erent ma-
terial, or it could be an e↵ect of self-absorption of [OI]63 µm
near the systemic velocity. In particular, the bright bump in the
entrained gas seen at �20 km s�1 in CO (16–15) appears be-
tween �30 and �20 km s�1 in [OI]63 µm. Additionally, this bright
bump is weaker than the HH377 component in [OI]63 µm, in con-
trast to the CO (16–15) case. This could be an e↵ect of di↵er-
ent filling factors resulting from the di↵erent telescope beams at
4744.778 GHz and 1841.3455 GHz (se Fig. 1). As there is no
[OI]63 µm detection at the protostar position, and as the BI and
BII observations of CO (16–15) are not independent (see Fig. 1),
we focused on the spectra obtained at the BII position.

3.2. Line ratios

We extracted integrated intensities from the [OI]63 µm and
CO (16–15) spectra at the BII position. We based our anal-
ysis on the three kinematical components identified by L15
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Table 2. Characteristics and observational parameters of the OH transitions between the 2⇧1/2 J = 3/2 and J = 1/2 states, and of the [OI]63 µm
and CO (16–15) lines.

Triplet Transition Frequency Aul gu gl Eu Shift Beam size Spectral resolution Beam Forward Tsys

properties F
0
p0 ! Fp (GHz) (s�1) (K) (km s�1) (00) (km s�1) e�ciency e�ciency (K)

OH 1+! 1� 1837.7466 2.1(�2) 3 3 270.1 11.5
1838 GHz 2+! 1� 1837.8168 6.4(�2) 5 3 270.1 0.0 15.3 1.00 0.67 0.97 4930–5324
163.1 µm 1+! 0� 1837.8370 4.3(�2) 3 1 270.1 �3.3

CO (16–15) 1841.3455 4.05(�4) 33 31 751.7 15.3 0.99 0.65 0.97 4930–5324

O i 3P1 ! 3P2 4744.7775 8.91(�5) 3 5 227.7 6.1 0.99 0.67 0.97 2997–4232

Notes. A(B) ⌘ A ⇥ 10B. The “shift” column contains the velocity shift relative to the component with the largest Einstein A coe�cient for the
OH transition. Source: JPL (Pickett et al. 1998).

Fig. 2. CO (16–15) (grey histograms), [OI]63 µm (red line), and OH at
1838 GHz (blue line) observations obtained in Cep E-mm (top panel),
Cep E-BI (middle panel), and Cep E-BII (lower panel). The verti-
cal dashed lines represent the central value for the velocity compo-
nents identified by L15 in CO transitions: �125 (cyan), �68 (pink), and
�10.9 km s�1 (black; systemic velocity of Cep E). The spectral reso-
lution is 1 km s�1 for the Cep E-BI and BII spectra, and 4 km s�1 for
Cep E-mm.

(see previous section): the jet at high velocities, the terminal
bow-shock at intermediate velocities, and the outflow cavity at

lower velocities. Our method was the same for the [OI]63 µm
and CO (16–15) lines, given the similarity of their profiles. The
method that we used to extract the integrated intensity from each
kinematical component is fully consistent with that of L15:

– for the jet component, we integrated the emission between
�140 and �100 km s�1;

– for the HH377 component, we considered the velocity in-
terval between �100 and �25 km s�1, in which we removed
the outflow cavity component by fitting a first-order baseline,
and then integrated the emission of the residual between �90
and �40 km s�1;

– for the outflow cavity, we integrated the emission between
�100 and �14 km s�1, from which we subtracted the inte-
grated intensity associated with the HH377 terminal shock.

The final values that we extracted from this analysis can be found
in Table 3. We used conservative error bars of ±10%, as the 3�
value probably does not reflect the uncertainty intrinsic to the
extraction we performed.

The table indicates similar integrated intensities for the
jet and the terminal bow-shock components in [OI]63 µm and
CO (16–15). These integrated intensities are significantly lower
than the contribution from the outflow cavity. The line ratios
found for the three components are similar.

4. Abundances

4.1. Filling factors

We then estimated filling factor corrections to the integrated
intensities. Based on their CO (2–1) interferometric observa-
tions, L15 inferred the size of the emission region for the jet,
bow-shock, and outflow cavity components: 1.700 ⇥ 2100, 4.500,
and 2200 ⇥ 1000. The authors were then able to infer filling fac-
tors for the jet, shock, and cavity wall components of their
SOFIA/GREAT observations of CO (16–15) based on the as-
sumption that the emission region was the same. As our observa-
tions were pointed in exactly the same BII position, we used the
filling factor values derived from their observations for CO (16–
15): 0.09 for the jet, 0.06 for the shock, and 0.15 for the cavity
walls (see Table 4).

For the [OI]63 µm line emission, our method relies on the
combined use of the Herschel-PACS footprint (see Appendix A
and Fig. A.1) obtained at this wavelength, of the Spitzer-IRAC
band-two (4.5 µm) image (see Fig. 1), and of the CO (2–1) in-
terferometric map of L15 (also see Fig. 1):

– the outflow cavity most likely dominates the emission in the
PACS footprint. In this map, the emission region has a typical
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CONCLUSIONS

• Interstellar shock waves are complex systems to model, but very detailed
public 1D models exist for different shock regimes

• Backward inversion is difficult exercice 
• Many free parameters: beware of degeneracies, combine constraints !
• Several key atomic coolants (Fe+, S, Si+) may have grain depletion
• When non-dissociative: Output radiation depends on preshock chemical

conditions (ice mantles + ambient G0 and zeta): necessary to use self-consistent 
preshock before running models

• May have several shock fronts in beam (reverse J + forward C): favor high 
angular resolution and spectral resolution: JWST, SOFIA and  ALMA

• Fast progress in 2D/3D simulations including NEQ chemistry: new tool


